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Abstract
The dual-path RNN (DPRNN) was proposed to more effectively
model extremely long sequences for speech separation in the
time domain. By splitting long sequences to smaller chunks
and applying intra-chunk and inter-chunk RNNs, the DPRNN
reached promising performance in speech separation with a
limited model size. In this paper, we combine the DPRNN
module with Convolution Recurrent Network (CRN) and de-
sign a model called Dual-Path Convolution Recurrent Network
(DPCRN) for speech enhancement in the time-frequency do-
main. We replace the RNNs in the CRN with DPRNN modules,
where the intra-chunk RNNs are used to model the spectrum
pattern in a single frame and the inter-chunk RNNs are used
to model the dependence between consecutive frames. With
only 0.8M parameters, the submitted DPCRN model achieves
an overall mean opinion score (MOS) of 3.57 in the wide band
scenario track of the Interspeech 2021 Deep Noise Suppression
(DNS) challenge. Evaluations on some other test sets also show
the efficacy of our model.
Index Terms: speech enhancement, deep learning, time-
frequency domain, dual-path RNN

1. Introduction
The widespread noise and reverberation may seriously de-
grade the performance of automatic speech recognition (ASR)
systems and decrease speech intelligibility in communication.
Speech enhancement aims at separating clean speech from
background interference for higher speech intelligibility and
perceptual quality. Despite the rapid progress of DNN-based
speech enhancement recently, its performance in real applica-
tions still faces the challenges such as low signal-to-noise ratio
(SNR), high reverberation and far-field pickup. The Interspeech
2021 deep noise suppression (DNS) challenge [1] is organized
to foster more competitive speech enhancement system in ad-
verse environments, and training datasets and evaluation met-
rics are provided for such purpose.

As a data-driven supervised learning approach, DNN-based
speech enhancement can be mainly categorized into time-
frequency domain [2–4] and time domain [5–7] methods. The
time-frequency (T-F) domain methods aim to extract the acous-
tic features (e.g., complex spectrum or logarithmic power spec-
trum) of clean speech from the features of noisy speech. Com-
mon training targets include ideal ratio mask (IRM) [8] and tar-
get magnitude spectrum (TMS) [3], etc. The phase spectrum
is also considered to benefit the speech quality [9]. However,
it is difficult to estimate phase spectrum directly because of
its unstructured characteristic. Phase-sensitive mask (PSM) [4]
was proposed to exploit phase information for speech enhance-

ment. More recent methods, such as PHASEN [10], make use
of the inter-connection between the magnitude and phase spec-
trum for better phase estimation. Some other methods retrieve
phase implicitly by optimizing the real and imaginary parts of
the complex spectrum [11] or estimating complex ratio mask
(CRM) [12]. Since complex-valued weights are suitable for
modeling the inherent information of the spectrum, complex-
valued neural networks [13] have also been used for speech en-
hancement.

The time domain methods directly estimate the clean
speech waveforms through end-to-end training, circumventing
the trouble of estimating phase information in the T-F domain.
As a typical method in the time domain, Conv-Tasnet [5] uti-
lizes a 1-D convolution neural network (Conv-1D) [14] as an en-
coder to convert time-domain waveform into effective represen-
tations for effective clean speech estimation, and then converts
the representations back to waveform by a transposed convolu-
tional layer called decoder. Time domain methods suffer from
the difficulty of modeling extremely long sequences so that very
deep convolutional layers like wave-u-net [7] have to be uti-
lized for feature compression. Conventional recurrent neural
networks (RNNs) are also not effective for modeling such long
sequences. Dual-path recurrent neural network (DPRNN) [15]
was proposed to address this problem, in which the long sequen-
tial features are split into smaller chunks and processed by intra-
chunk and inter-chunk RNNs iteratively, reducing the length of
the sequence to be processed for every RNN.

The intra-chunk operation in DPRNN aims at modeling the
signal feature within a frame, which is also applicable in the
frequency domain with the potential benefit of making full use
of the harmonic spectral structure of speech. Thus it is reason-
able to implement similar network in the T-F domain. When
designing models for real-time speech enhancement, it is im-
practical to apply a convolutional neural network (CNN) with
too many layers or non-causal structures like bidirectional long
short-term memory (BiLSTM) [10]. Recently a network struc-
ture called convolution recurrent network (CRN) [16] is pro-
posed. Taking advantage of both CNNs and RNNs, CRN can
not only capture the local patterns of the spectrogram, but also
model the dependence between consecutive frames. In this pa-
per, we combine DPRNN and CRN in the T-F domain. On the
basis of CRN, a new model called dual-path convolution re-
current network (DPCRN) is proposed. Similar to the DPRNN
in the time domain, the DPCRN also uses two kinds of RNNs.
The intra-chunk RNN is used to model the spectrum of a sin-
gle time frame, while inter-chunk RNN is used to model the
variation of the spectrum over time. The features compressed
by convolutional layers are fed into DPRNN module for fur-
ther processing, followed by a decoder composed of transposed
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convolutional layers. The CRM is output from the last trans-
posed convolutional layer. We evaluate the DPCRN on the In-
terspeech 2021 DNS challenge dataset. Experimental results
show that the DPCRN outperforms the baseline models, includ-
ing NSNet2 [17], DTLN [18] and DCCRN [13]. On simulated
test datasets, our model achieves competitive results as base-
line models and show better performance in the case of low
SNR. With only 0.8M parameters, our model achieves an over-
all MOS of 3.57 according to the ITU-T P.835 [19] subjective
evaluation on DNS challenge blind test set, and reaches the third
place in the wide band scenario track.

2. Dual-Path Convolution Recurrent
Network

2.1. Problem formulation

In the time domain, the observed noisy speech can be formu-
lated as x(t) = s(t) + n(t), where x(t), s(t) and n(t) refer
to the noisy, the clean and the noise signals, respectively. The
formula can be transformed into time-frequency domain by the
short-time Fourier transform (STFT) as:

X(t, f) = S(t, f) +N(t, f), (1)

where X(t, f), S(t, f) and N(t, f) represent the time-
frequency bin of the noisy, the clean and the noise speech spec-
trogram, respectively, at time frame t and frequency index f .
In order to recover clean speech from the mixture, a common
way is to estimate a mask M(t, f) and multiply it by the noisy
speech X(t, f) [3]. For phase retrieval, we can separately es-
timate masks for magnitude and phase spectrogram or the real
and imaginary parts of the complex spectrogram [13]. Another
method is to directly estimate the complex ratio mask (CRM)
[12] which is denoted as M(t, f) = Mr(t, f) + iMi(t, f),
where Mr(t, f) and Mi(t, f) represent the real and imaginary
parts of the mask. Then the denoising process can be expressed
as the complex product of mask and noisy speech in the form
of:

S̃(t, f) = X(t, f)�M(t, f), (2)

where� denotes element-wise multiplication and S̃(t, f) is the
enhanced speech. Instead of estimating the mask directly, ap-
plying the signal approximation (SA) [20] usually leads to bet-
ter optimization. SA minimizes the difference between the en-
hanced speech and clean speech with the loss function described
as L = Loss(S̃(t, f), S(t, f)).

2.2. Model architecture

Dual-path RNN (DPRNN), originally proposed in [15],
achieves state-of-the-art (SOTA) performance in single-channel
speech separation task in the time domain. In this model, the
speech waveform is converted into effective representations by
an encoder which consists of Conv-1D layer. The separation
is then performed by passing the encoder features to a well-
designed DNN. For better performance, smaller kernel size of
the Conv-1D is usually utilized, resulting in extremely long fea-
ture chunks. Conventional RNNs have trouble modeling such
long sequences. In DPRNN, a long sequence is divided into
overlapping chunks and processed by intra-chunk and inter-
chunk RNNs for better optimization. Recently, the DPRNN
has also been combined with self-attention mechanism for time-
domain speech enhancement [21].

The intra-chunk operation in DPRNN is also applicable in
the frequency domain with the potential benefit of making full

use of the spectral structure of speech. By combining DPRNN
and CRN, it is possible to obtain a well-behaved model in the
T-F domain. Similar to the original DPRNN, our model con-
sists of an encoder, a dual-path RNN module and a decoder,
as shown in Figure 1(a). The structure of the encoder and de-
coder is similar to CRN [16]. We send the real and imaginary
parts of complex spectrogram of the noisy signal into the en-
coder as two streams. The encoder uses the 2-D convolutional
(Conv-2D) layers to extract local patterns from noisy spectro-
gram and reduce the feature resolution. The decoder uses trans-
posed convolutional layers to restore low-resolution features to
the original size, forming a symmetric structure with the en-
coder. There are skip connections between the encoder and
the decoder to pass the detailed information. Every convolu-
tional layer is followed by a batch normalization and a PReLU
function [22]. We replace the RNN part of the CRN with the
DPRNN module, as depicted in Figure 1(b). Different from the
original DPRNN, we regard the frames in STFT as the chunks
for DPRNN processing. Instead of learning the dependence in
the time domain, the intra-chunk RNNs are applied to model
the spectral patterns in a single frame. We believe that mod-
eling the dependence of frequency is beneficial to speech en-
hancement due to the harmonic structures of speech. RNNs can
overcome the shortcoming of limited receptive field of CNNs
and capture long-term harmonic correlation. As for the inter-
chunk RNNs, we use LSTM to model the time dependence of
a certain frequency, so that a strict causality can be guaranteed.
These LSTMs are computed in parallel. BiLSTM is used for
intra-chunk modeling, which will not influence the causality of
the whole system. The LSTM and BiLSTM are followed by a
fully-connected layer (FC) and a layer normalization (LN) [23].
A residual connection [24] is then applied between the input
of RNN and the output of LN to further mitigate the gradient
vanishing problem.

Instead of the common LN, we use instant layer normaliza-
tion (iLN) [18] in our model, where all frames calculate statis-
tics independently on frequency axis f and channel axis c, and
share the same trainable parameters. Denote Ft ∈ RN×K as
the feature matrix of the t-th frame, N and K the feature di-
mensions of f and c, Ê and D̂ the mean and variance operator,
γ and β ∈ RN×K trainable parameters, and ε a regularization
parameter, then the iLN for the feature at time index t is defined
as:

iLN (Ft) =
Ft − Ê [Ft]√
D̂ [Ft] + ε

� γ + β, (3)

where

Ê [Ft] =
1

NK

N∑
f=1

K∑
c=1

Ft [f, c] (4)

and

D̂ [Ft] =
1

NK

N∑
f=1

K∑
c=1

(
Ft [f, c]− Ê [Ft]

)2
. (5)

To reduce the sensitivity of the model output to the energy of the
input signal, we also apply the iLN on the input spectrogram.

2.3. Learning Target and Loss function

In our experiments, the learning target of DPCRN is CRM. The
real and imaginary parts of the CRM are outputs from the de-
coder as two streams. In training stage, the learning target is
optimized by signal approximation (SA). Multiplying the spec-
trogram of noisy speech X = Xr + iXi with the estimated



(a)

(b)

Figure 1: (a) Proposed DPCRN model and (b) the diagram of the DPRNN module. “f”, “t” and “c” represent frequency, time and
channel axes, respectively.

mask M = Mr + iMi, we get enhanced spectrogram in the
form of:

S̃ = XrMr −XiMi + i(XrMi +XiMr), (6)

which is converted back to the waveform using inverse STFT
(iSTFT):

s̃ = iSTFT(S̃). (7)

We use two loss function in the experiments for comparation.
The first loss function f is the negative signal-to-noise ratio
(SNR) [25] defined as:

f(s, s̃) = −10log10(
∑

t s(t)
2∑

t(s(t)− s̃(t))2
). (8)

Compared with commonly used scale invariant SNR (SI-SNR),
it can constrain the amplitude of the output and avoid level off-
set between input and output, which is important for real-time
processing. Taking the spectrogram quality into consideration,
we add the mean square error (MSE) of the spectrogram to the
negative SNR and get the second loss function, which is defined
as:

LMSE =f(s, s̃) + log(MSE(Sr, S̃r) +MSE(Si, S̃i)

+MSE(|S|, |S̃|)).
(9)

The added MSE loss consists of three parts, which respectively
measure the difference of real part, imaginary part and magni-
tude between the estimated spectrogram and the true one. We
take the logarithm of the MSE loss to ensure that it is of the
same order of magnitude as the negative SNR.

3. Experiments
3.1. Datasets

We trained the DPCRN on the Interspeech 2021 DNS challenge
dataset. 60000 clips of reverberant speech (about 500 h) were
generated, with 55000 clips for training and 5000 for validation.
The noise clips were mainly generated from Audioset [26], DE-
MAND [27] and Freesound1. In training stage, we randomly
split the waves into 5-second segments and convolved them
with room impulse responses (RIRs) randomly-selected from
openSLR26 and openSLR28 [28]. Then the noisy speech was
generated by mixing reverberant speech and noise. The SNR
range of the mixture is set between -5 and 5 dB.

1https://freesound.org/

In order to test the performance under various unknown
noise, we also used the test set from WSJ-0 [29] as the test
speech. It contains 651 utterances from 8 speakers. There are
two noise datasets used for test; one is the music data from
MUSAN [30], the other is babble, factory1 and f16 from NOI-
SEX92 [31]. The SNR range of the test noisy speech is the same
as the training set. We also evaluated the model on the develop-
ment test set and blind test set provided by DNS challenge. All
the audio used is sampled at 16kHz.

3.2. Parameter setup

In our model, the window length and hop size are 25ms and
12.5ms respectively, resulting in a total latency of 37.5ms,
which satisfies the DNS challenge requirement. The FFT length
is 400 and the sine window is applied before FFT and overlap-
add. The 201-dimensional complex spectrum is fed into the
model. The channel number of the convolutional layers in
the encoder is {32,32,32,64,128}. The kernel size and the
stride are respectively set to {(5,2),(3,2),(3,2),(3,2),(3,2)} and
{(2,1),(2,1),(1,1),(1,1),(1,1)} in frequency and time dimension.
All the Conv-2D and transposed Conv-2D layers are causally
computed. We use two DPRNN modules, each of them has
RNNs with a hidden dimension of 128. The total model pa-
rameters is about 0.8M. There are three models for compari-
son in the following experiments. The models with loss func-
tions shown in equation (8) and (9) are called DPCRN-1 and
DPCRN-2, respectively. In the third model, called DPCRN-3,
we set the stride to {(2,1),(2,1),(2,1),(1,1),(1,1)}, reducing fre-
quency resolution of the feature fed into the DPRNN by half.
At the same time, we double the hidden dimension of the intra-
chunk RNN for the same computational complexity. The loss
function of DPCRN-3 is the same as DPCRN-1.

The models are trained by Adam optimizer [32] and the
batch size is 8. The initial learning rate is 1e-3 and it will be
halved if the loss on the validation set does not improve for
five consecutive epochs. Early stopping is also applied in train-
ing if the loss on the validation set does not improve for ten
epochs. TensorFlow is employed for model implementation and
a Nvidia GeForce GTX 1080Ti is used for training.

3.3. Baselines and evaluation metrics

We compare our model with the top-ranking models in In-
terspeech 2020 DNS challenge on the first test set, including
DTLN [18] and DCCRN [13]. DTLN combines the STFT and
a learnable transformation with only 1M parameters. DCCRN



Table 1: Experimental results on WSJ0-MUSAN test set. BLOD indicates the best result for each case.

Metrics PESQ STOI (in %) SDR (in dB)
SNR(dB) -5 0 5 Avg. -5 0 5 Avg. -5 0 5 Avg.

Noisy 1.67 2.01 2.35 2.01 71.10 81.44 89.63 80.72 -4.91 0.04 5.02 0.05
DTLN 2.23 2.62 2.93 2.59 82.53 90.52 94.98 89.34 5.74 10.01 13.77 9.85

DCCRN 2.42 2.87 3.23 2.84 86.40 93.08 96.63 92.04 6.17 11.08 15.05 10.76
DPCRN-1 2.51 2.85 3.14 2.83 86.78 92.70 95.97 91.82 7.48 11.17 14.46 11.04
DPCRN-2 2.52 2.87 3.15 2.85 87.10 92.93 96.04 92.02 7.40 11.14 14.44 10.99
DPCRN-3 2.33 2.68 2.97 2.66 84.26 91.02 94.96 90.08 6.12 10.02 13.49 9.88

Table 2: Experimental results on WSJ0-NOISEX92 test set. BLOD indicates the best result for each case.

Metrics PESQ STOI (in %) SDR (in dB)
SNR(dB) -5 0 5 Avg. -5 0 5 Avg. -5 0 5 Avg.

Noisy 1.43 1.71 2.05 1.72 62.79 75.47 86.23 74.94 -4.93 0.04 5.02 0.09
DTLN 1.91 2.34 2.67 2.31 72.72 85.90 92.68 83.91 4.15 8.55 12.36 8.42

DCCRN 1.85 2.34 2.78 2.32 74.51 87.87 94.38 85.59 2.79 8.22 12.60 7.87
DPCRN-1 2.04 2.46 2.80 2.43 77.00 88.20 93.80 86.33 5.36 9.45 12.96 9.25
DPCRN-2 2.05 2.49 2.83 2.46 76.98 88.28 93.88 86.38 5.22 9.37 12.90 9.16
DPCRN-3 1.90 2.31 2.66 2.29 74.86 86.61 92.88 84.78 4.51 8.70 12.28 8.50

Table 3: DNSMOS on DNS challenge development test set.

Model Para. (M) look-ahead (ms) DNSMOS

Noisy - - 2.899
NSNet2 2.8 0 3.243
DTLN 1.0 0 3.226

DCCRN 3.7 37.5 3.373
DPCRN-1 0.8 0 3.454
DPCRN-2 0.8 0 3.472

uses complex-valued convolution neural networks and got the
first place in the real-time track. The baseline model NSNet2
[17] provided by Interspeech 2021 DNS challenge is also com-
pared on the DNS test set.

On the simulated WSJ0 test set, we use three objective eval-
uation metrics: perceptual evaluation of speech quality (PESQ)
[33], shorter-time objective intelligibility (STOI) [34] and sig-
nal to distortion Ratio (SDR) [35]. On the DNS challenge de-
velopment test set, we use DNSMOS [36] for evaluation, which
is a DNN-based non-intrusive speech quality evaluation metric.
A subjective evaluation according to ITU-T P.835 [19] was also
applied on the DNS blind test set as the final result.

Table 4: Performance on DNS challenge blind test set.

Model Speech
MOS

Background
Noise MOS

Overall
MOS

Noisy 3.89 2.60 2.77
NSNet2 3.35 3.88 3.07

DPCRN-2 3.76 4.34 3.57

3.4. Results and analysis

The performance on simulated WSJ0-MUSAN test set is pre-
sented in Table 1. It can be seen that when the SNR is greater
than or equal to 0 dB, the performance of DPCRN-1 is slightly
weaker than DCCRN, but better than DTLN. It should be noted
that DPCRN-1 performs better than DCCRN at lower SNR. Ta-
ble 2 shows the results on WSJ0-NOISEX92 test set. Under
more disruptive noise from NOISEX92, the DPCRN-1 exceeds
the baseline models in terms of all three metrics, demonstrat-
ing the benefit of the DPRNN module for spectrogram model-
ing. On both datasets, DPCRN-2 has better performance than
DPCRN-1 in terms of PESQ and STOI but its SDR is slightly
worse, indicating that including the time-frequency MSE in the

loss function has benefit to speech quality. DPCRN-3 has more
parameters than DPCRN-1, but its performance is worse, which
indicates that reducing the frequency resolution of the features
fed into the DPRNN is detrimental to the system. RNN faces
the difficulty of parallel computation, which is a challenge to
real-time processing. In our submitted model, we set the fre-
quency dimension of the feature to 50 to guarantee a decent
frequency resolution while meeting the real-time requirements
of DNS challenge.

In Table 3, we compare DPCRN with baseline models on
the DNS challenge development test set. “Para.” and “look-
ahead” in the table respectively represent the parameter amount
of the model and the length of used future information. With
about 0.8M parameters and without any future information, our
models perform better than the baseline models in terms of
DNSMOS, among which the DPCRN-2 is the best one. There-
fore, we choose this model for the wide band scenario track.
The final P.835 MOS on the DNS challenge blind test set are
shown in Table 4, which gives speech, background noise and
overall MOS. With a little speech quality deterioration, the sub-
mitted model achieves an overall MOS of 3.57 and ranks the
third in the wide band scenario track. The computation com-
plexity of our model is about 7.45 Giga floating-point opera-
tions per second (GFLOPS) and the one frame processing time
of the TensorFlow implementation is 8.9 ms on a quad-core In-
tel i5-6300HQ.

4. Conclusions
Inspired by the successful application of DPRNN and CRN,
we propose a deep learning-based speech enhancement model
in the time-frequency domain, named as DPCRN. It combines
the local pattern modeling capability of CNN and the long-term
modeling capability of DPRNN. Compared with CRN, DPCRN
demonstrates the benefit of RNN for spectrum modeling. With
only 0.8M parameters, our model achieves competitive results
on various unknown noise datasets. In the future, we will try
to reduce the computational complexity of the model for wider
band spectrum processing.
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